
Collective Entity Disambiguation with Structured Gradient Tree Boosting
Yi Yang, Ozan Irsoy, and Kazi Shefaet Rahman

Bloomberg

COLLECTIVE ENTITY DISAMBIGUATION

Entity mentions are ambiguous

• Local and global context for disambiguation

Structured prediction
• Entity dependencies:

• Inference: ˆy = argmaxS(x,y)

• Learning:

WHY GRADIENT TREE BOOSTING

Heterogeneous features: �(x,y)

• Ideal models can handle:
– Categorical features and count data
– Nonlinear relationships between features

Regression-tree-based models

Challenges

• Long-term dependencies between entities
• Approximate inference algorithms

MODEL
Structured Gradient Tree Boosting (SGTB)

S(x,y) =
TX

t=1

F (x, yt,y1:t�1)

p(y|x) =
exp{

PT
t=1 F (x, yt,y1:t�1)}

Z(x)

• Model F using Gradient Tree Boosting.
• Optimize with Functional gradient descent:

Fm(x, yt,y1:t�1) = Fm�1(x, yt,y1:t�1)

� ⌘mgm(x, yt,y1:t�1)

INFERENCE
Computing gm requires inference

gm(x, yt,y1:t�1) =
@L(y⇤, S(x,y))

@F (x, yt,y1:t�1))

= p(y1:t|x)� 1[y1:t = y

⇤
1:t]

L(y⇤, S(x,y)) = logZ(x)� S(x,y⇤
)

• Exact inference is intractable.
• Beam search is used to approximate p(y1:t|x).

Bi-directional beam search

• New scoring function: S(x,y) = (

�!
S +
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S )/2

EXPERIMENTS

Data

Setup

• Metrics
– In-KB accuracy
– Bag-of-Title (BoT) F1 score

• Competing systems

– Gradient Tree Boosting (GTB)
– SGTB with Beam search (SGTB-BS)
– Bidir. BS using Gold path (SGTB-BiBSG)
– Previous state-of-the-art (SOTA) systems

In-domain results

• Generate candidates with PPRforNED

Cross-domain results

SUMMARY
• We present a novel Structured Gradient Tree

Boosting (SGTB) model for collectively disam-
biguating entities in a document.

• SGTB combines structured learning with Gra-
dient Tree Boosting to produce globally opti-
mal entity assignments for all the mentions.

• We present Bidirectional Beam Search with
Gold path (BiBSG), an efficient approximate in-
ference algorithm tailored for SGTB.

• SGTB achieves state-of-the-art (SOTA) results
on popular entity disambiguation datasets of
different domains.
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